Generalization of two- and three-dimensional structural topology optimization

Abstract

This paper explores the fundamental issues on the quality of structural topology optimization results, and presents a generalized topology optimization process. In the generalized process, non-rectangular design domains with geometrical constraints can be accepted, and the use of an automatic mesh generator to mesh the design domain is allowed. The proper number of elements in the design domains to avoid the mesh-dependence problem is also suggested. Higher order elements are used to deal with the checkerboard problem, and a two-stage penalty function method is proposed for the topology optimization. Finally a continuity analysis is used to deal with the porous topology, and two filters are implemented to filter out the trivial solids and voids. The whole process is generalized to two- and three-dimensional structures and can be fully automated. Fourteen two-dimensional and six three-dimensional examples are used to demonstrate the effectiveness of this process.
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1. Introduction

Topology optimization is a well-developed field. The purpose is to obtain the optimal layout of structural components to achieve a predetermined performance goal. The objective function and constraints commonly used in topology optimization research are to
minimize the compliance of the structure under a given loading condition, subject to the amount of usable material. The same objective function and constraints are also used here.

Bendsøe and Kikuchi developed the homogenization method for topology optimization in 1988 [1], which is a milestone for topology optimization. The homogenization method was based on the assumption of a microstructure in which the properties are homogenized. Two other approaches were proposed for topology optimization in the early 90’s: the density distribution method [2, 3], in which the material density of each element was selected as the design variable, and the evolutionary structural optimization technique (ESO) [4], which gradually removed the low-stressed elements to achieve the optimal design. Rozvany provided a complete survey on topology optimization [5]. All three methods have their own advantages and have many followers. The density distribution method, the so-called Simple Isotropic Material with Penalization (SIMP) method, seems to be the most convenient method and is used here to obtain topology optimization result.

Figure 1 shows a general topology optimization process. The process begins with a user-defined design domain ($\Omega$). Figure 2 shows a cantilever beam example that has a rectangular design domain. The design domain may also have geometrical constraints, namely, void regions and fixed regions as shown in the suspension arm example in Figure 3. A general design processor, for example, Pro/Engineering or AutoCAD, can be used to construct the design domain and to create a corresponding CAD model for topology optimization.
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**Preprocessor for Design**
- Defining design domain, $\Omega$.

**Preprocessor for Analysis**
- Creating FEM model
- Applying B.C.s on $\Omega$ and $\Gamma$.
- Applying loads, $f$ and $t$.

**Solver for Analysis**
- Evaluating displacement, $u_j$.
- Evaluating element strain energy, $ESE_{i,j}$.
- Evaluating element volume/area, $v_i$.

**Objective function**
$$ \int_\Omega f \cdot u_j \, d\Omega + \int_\Gamma t \cdot u_j \, d\Gamma $$

**Sensitivity**
$$ -2\alpha \cdot ESE_{i,j} / \rho_{i,j} $$

**Solver for Optimization**
- Evaluating design variable, $\rho_{i,j}$
- Optimization model
$$ \min_{\rho_j} \int_\Omega f \cdot u_j \, d\Omega + \int_\Gamma t \cdot u_j \, d\Gamma $$
$$ \text{s.t. } \int_\Omega \rho_j \, d\Omega - M_0 \leq 0 $$
$$ 0 \leq \rho_j \leq 1 $$

**Termination criterion**
- User Defined
- False
- True
- Normalized material density $\rho_{i,\text{final}}$

**Plotting topology optimization result**

**Figure 1. A general topology optimization process**
An analysis processor, for example, ANSYS or NASTRAN, generates the finite element model from the CAD model. The boundary conditions, for example, displacement constraints on boundaries (Γ), loads and body force (f), and surface force (t), are applied to the finite element model.

The user defines the amount of usable material (M₀), and selects true material properties including Young’s modulus (E₀), material density (ρ₀), and Poisson’s ratio (ν₀). The design variables in the material density distribution method are the “normalized material densities” ρᵢ,ⱼ (the normalized material density of the i-th element at the j-th iteration). Note that 0 ≤ ρᵢ,ⱼ ≤ 1, and ρᵢ,ⱼ = 0 denotes that the area of this element contains no material, while ρᵢ,ⱼ = 1 denotes that the area of this element contains material. The initial value of the normalized material density ρᵢ,₀ is the ratio of the amount of usable material M₀ to the total material if the whole design domain is occupied.

The density that is actually used in the finite element model can be calculated by

\[ \bar{\rho}_{i,j} = \rho_{i,j} \rho_0 \]  \hspace{1cm} (1)

The Young’s modulus of the i-th element at the j-th iteration actually used in the finite element model is assumed to be:

\[ \bar{E}_{i,j} = \rho_{i,j}^e E_0 \]  \hspace{1cm} (2)
where $\alpha$ is an exponent usually between 2 and 4 to penalize the small $\rho_{i,j}$ [3, 6, 7]. In this research, the value of $\alpha$ is taken as 2.

The finite element analysis solver, for example, ANSYS or NASTRAN, is used to analyze the finite element model under given boundary conditions and loads. The displacement of nodes and the strain energy of elements $(ESE_{i,j})$ are evaluated by the solver. At the $j$-th iteration, the compliance of the structure $(C(\rho_{i,j}))$ and its sensitivities with respect to the normalized density of each element can then be evaluated by the following equations [7]:

$$C(\rho_{i,j}) = \int_{\Omega} f \cdot u_{i,j} d\Omega + \int_{\Gamma} t \cdot u_{i,j} d\Gamma$$

$$\frac{\partial C(\rho_{i,j})}{\partial \rho_{i,j}} = -2\alpha \frac{ESE_{i,j}}{\rho_{i,j}}$$

This objective function value and its sensitivities are required when solving the optimization model.

User-defined termination criterion is used to check if the topology optimization process should be stopped. If the result is false, a topology optimization model that minimizes compliance of the structure and subjects it to the usable material constraint will be generated:

$$\text{min. } C(\rho_{i,j}) = \int_{\Omega} f \cdot u_{i,j} d\Omega + \int_{\Gamma} t \cdot u_{i,j} d\Gamma$$

$$\text{s.t. } \int_{\Omega} \rho_{i,j} d\Omega - \frac{M_0}{\rho_0} \leq 0$$

$$0 \leq \rho_{i,j} \leq 1$$

An optimization solver is used to find a new set of normalized material densities for the next iteration. The normalized material density will then be used to compute material properties $\bar{\rho}_{i,j+1}$ and $\overline{E}_{i,j+1}$ used in the finite element model in the next iteration using Equations (3) and (4).

If the termination criterion result is true, the topology optimization process will stop and output the set of final normalized material densities of each element, $\rho_{i,\text{final}}$ in Figure 1. This topology optimization result can be plotted using different gray levels in the elements to represent the corresponding $\rho_{i,\text{final}}$, as shown in Figure 4.
After the important advance by Bendsøe and Kikuchi [1] in the field of topology optimization, many researchers paid attention to integrating structural topology optimization and shape optimization since early 1990s. Some researchers treat structural design optimization as a three-phase design process, and aim at developing an automated design process [8, 9, 10]. Phase I is the topology generation process, in which the optimal topology of the structure is generated. Phase II is the topology interpretation process. Various approaches are used to interpret the topology optimization result. Phase III is the detailed design phase, in which the shape and size optimization are implemented.

The approaches used in the Phase II interpretation process can be roughly divided into three categories: image interpretation approach [8-13], density contour approach [14-16], and geometric reconstruction approach [17]. The image interpretation approach uses graphic facilities or computer vision technologies to represent the boundary of the black-and-white finite element topology optimization result. The density contour approach generates the boundaries of the structure by redistributing densities from the topology optimization result. In the geometric reconstruction approach, the boundaries are represented by the mathematical geometric reconstruction technique.

The quality of the topology optimization result generated in Phase I directly affects the implementation of the interpretation process in Phase II. For example, it will be very difficult to interpret the poor topology optimization result shown in Figure 4 using any interpretation technique.

Thus, several fundamental issues with respect to the quality of topology optimization result must be considered in the topology optimization phase:

(1) Could the design domains be shapes other than rectangular ones?
(2) Could the automatic mesh generation be used to create the finite element model?

(3) What is the proper element size?

(4) How can the checkerboard problem be dealt with?

(5) How can a strictly black-and-white topology optimization result be obtained?

(6) How can the result of topology optimization be interpreted to ensure that a continuous structure is obtained?

In the following sections, these issues are explored and suggestions are made for the generalization of the topology optimization process to general two- or three-dimensional structural design problems.

2. The mesh generation and mesh-dependence problem

The structural design examples in the topology optimization literature often have rectangular design domains and are manually meshed using square elements, such as the cantilever beam example in Figure 4. Realistic structural design examples may have complicated design domains with geometry constraints, such as the suspension arm example shown in Figure 3. It is not easy to mesh the complicated design domain manually using square elements. Bendsøe [18] suggested that the use of an automatic mesh generator would, of course, simplify the treatment of problems with complicated design domains.

As the CAD model is developed or generated into finite element model, the design domain \( \Omega \) is divided into \( N \) nodes and \( M \) finite elements. The topology optimization model in Equation (5) can be rewritten in a discretized form as:

\[
\begin{align*}
\text{min.} \quad & C(\{\rho_{i,j}\}) = \sum_{k=1}^{N} \left( f_k u_{k,j} + t_k u_{k,j} \right) \\
\text{s.t.} \quad & \sum_{i=1}^{M} \rho_{i,j} v_i - \frac{M_0}{\rho_0} \leq 0 \\
& 0 \leq \rho_{i,j} \leq 1
\end{align*}
\]

(6)

where \( f_k \) and \( t_k \) are the body and surface forces applied to node \( k \); \( v_i \) is the volume or area of element \( i \).

The quality of topology optimization result is dependent on the discretization of the finite element model, the so-called “mesh-dependence problem.” Figure 5(a) shows a simply supported beam example to illustrate the mesh-dependence problem using the density distribution approach [19]. Figure 5(b) shows the topology optimization result for
the discretization using 600 elements, and Figure 5(c) shows the result using 5,400 elements. The result in Figure 5(c) is much more detailed than that in 5(b), and more importantly, the two topologies are different in nature.

![Figure 5. The simply supported beam example for mesh-dependence problem [19]](image)

It has been shown that the mesh-dependence problem often relates to the problem of nonexistence of solutions. Several restriction methods were proposed in the literature to avoid this type of problems. In the “perimeter control method,” an upper-bound constraint on the perimeter is used to ensure a well-posed design problem [20, 21]. In “mesh independent filtering,” the filter modifies the design sensitivity of the elements within a specific zone to guarantee the radius of the members [22, 23]. In “global gradient constraint” method, the density function and its gradient variation are bounded to ensure the existence of a solution [18]. In “local gradient constraint” method, a local gradient constraint on the density variation is introduced to guarantee the existence of solution [24, 25]. Further details of these methods can be found in the survey by Sigmund and Petersson [19].

The model with a finer finite element mesh not only results in a better description of boundaries but also increases the complexity of the resulting topology. Zhou et al. [26] consider the manufacturability of the design from the engineering viewpoint, instead of worrying about the fact that different mesh densities may result in different final solutions. Therefore, in their work, the algorithm of minimum member size control is developed to improve the manufacturability of the design. Haber et al. [21] reported that the reduction in compliance obtained by increasing the complexity of the design topology is the modest.
Effective designs can be obtained with relatively simpler topologies. Following this finding, a “convergence test” is used to find a proper topology optimization result. Table 1 shows the topology optimization results using different number of elements, and Figure 6 plots the number of elements vs. final compliance. It is observed that as the number of elements increases the resulting compliance decreases but converges after the number of elements exceeds 2,000. Table 1 also shows that, as the number of elements increases the topology of the structure becomes more complicated, which is impractical.
Table 1. The convergence test of the cantilever beam example

<table>
<thead>
<tr>
<th>No. of Elements</th>
<th>Final compliance</th>
<th>Topology optimization results</th>
<th>No. of Elements</th>
<th>Final compliance</th>
<th>Topology optimization results</th>
</tr>
</thead>
<tbody>
<tr>
<td>112</td>
<td>23286</td>
<td></td>
<td>2432</td>
<td>12702</td>
<td></td>
</tr>
<tr>
<td>135</td>
<td>20760</td>
<td></td>
<td>2680</td>
<td>12435</td>
<td></td>
</tr>
<tr>
<td>198</td>
<td>20289</td>
<td></td>
<td>3053</td>
<td>12524</td>
<td></td>
</tr>
<tr>
<td>240</td>
<td>18928</td>
<td></td>
<td>3375</td>
<td>12686</td>
<td></td>
</tr>
<tr>
<td>360</td>
<td>17174</td>
<td></td>
<td>3840</td>
<td>12690</td>
<td></td>
</tr>
<tr>
<td>540</td>
<td>16688</td>
<td></td>
<td>4472</td>
<td>12173</td>
<td></td>
</tr>
<tr>
<td>960</td>
<td>13973</td>
<td></td>
<td>5208</td>
<td>12434</td>
<td></td>
</tr>
<tr>
<td>2160</td>
<td>12461</td>
<td></td>
<td>6000</td>
<td>12604</td>
<td></td>
</tr>
</tbody>
</table>
The same convergence test is also applied in the example of automatic-meshed suspension arm. The convergence test results given in Figure 7 are similar to the result of cantilever beam example. The compliance tends to converge when the number of elements exceeds 2,000. Although this element number should be problem-dependent, for the 14 two-dimensional topology optimization examples and the 6 three-dimensional topology optimization examples presented later in Table 4, the element number around 2,000 has been a good reference number.

Figure 6. Final compliance vs. number of elements
3. The penalty function

Ideally, the normalized material densities of the elements should be either 0 or 1 after topology optimization. But there can still be intermediate normalized material densities at the end of the topology optimization, which results in an unreasonable structure. Using a penalty function to penalize the intermediate normalized material densities is the most common strategy to obtain a “black-and-white” topology.

Bensφe [18] embedded a penalization in the material property that is actually used in the finite element model by the following power law formulation:

\[ E_{i,j}(\rho_{i,j}) = \rho_{i,j}^p E_0 \]  

where \( E_{i,j} \) is the Young’s modulus of the \( i \)-th element at the \( j \)-th iteration and \( E_0 \) is the Young’s modulus of a given isotropic material. The penalization factor that is larger than 1 is represented by \( p \). A similar penalization method was also used by Sigmund [23] and Zhou et al. [26]

Kumar and Gossard [14] added a penalty function to their objective function to penalize the intermediate densities:

\[ C_p(\rho) = \int_{\Omega} f \cdot u d\Omega + \int_{\Gamma} t \cdot u d\Gamma + c_p \int_{\Omega} \rho (1 - \rho) d\Omega \]  

Figure 7. Final compliance vs. number of elements
The last term of Equation (8) is the penalty function, in which is a penalty constant and is increased in steps. It can be verified easily that the penalty function has the maximum value when and has the minimum value when and .

Chen and Wu [7] presented a similar penalty function to minimize the number of elements with normalized densities not equal to either 0 or 1. The penalty function is included in the objective function, and is defined as

$$\sum_{i=1}^{M} R \sin(\rho, \pi)$$

where is the total number of finite elements and is a given penalty parameter which can vary iteration by iteration. This penalty function has several advantages. The function is continuous and differentiable and is symmetric about the most unwanted density value of 0.5. Secondly, as a result of the nonlinear nature of this penalty function, heavier penalties are imposed on those densities that are close to 0.5. The sum of the penalties is an indicator of the clearness of the topology and is small if most densities are close to 0 or 1.

Borrvall and Petersson [27] treat the penalty function as an explicit constraint:

$$g(\rho) = \int_{\Omega} (\overline{\rho} - \rho)(\rho - \underline{\rho}) \leq \varepsilon_p$$

where for pure material-void problem, in which is either or at almost each element. The value can be small upon allowing some intermediate density. In order to guarantee the existence of solutions, a compact linear operator is used to regularize the constraint. Thus, the constraint is replaced by and is called “regularized intermediate density control”. The is called “regularized penalty function,” and is defined by a composite mapping .

In most approaches discussed above, there are penalty parameters that control the amount of penalty, for example, in Equation (7), in Equation (8), and in Equation (9). The value of the penalty parameter has been shown to regularly increase with iteration times. If the value of the penalty parameter is small, the effect of penalizing the intermediate densities is not apparent. On the other hand, if the value is large, it will affect the objective function value, which could lead to non-optimal topology results. The initial value and the amount of increment of the penalty parameter are often decided by experience of the numerical process and are dependent on individual cases.

In order to avoid numerical problems, such as premature convergence and the difficulty of the densities crossing 0.5 arising from the addition of the penalty function in
the early stage, Chen and Wu [7] presented a two-timing approach to add the penalty function. The first timing is at the fifth iteration, when the topologies have been formed roughly. The second timing is at the iteration when the number of densities whose values are greater than 0.95 and less than 0.05 is over 50% of the total number of the density values.

In the research presented here, the topology optimization process is divided into two stages. The purpose of the first stage is to reduce the objective function value, and the purpose of the second stage is to drive the normalized material densities to either 0 or 1. The amount of penalty added in each stage is planned ahead according to the different purposes of each stage.

The user defines the total number of iterations \( (\Pi) \) as one of the termination criteria. The user also defines the ratio of the number of iterations of the first stage to the total number of the iterations \( (\beta) \). In order to have an adequate time to reduce the objective function, the ratio \( \beta \) is suggested to be 75%. Therefore, the first stage starts at the initial iteration \( (j = 0) \) to 75% of the total number of iterations \( (j = 0.75\Pi, \text{ rounded to an integer}) \).

The penalty function at the \( j \)-th iteration is defined as follows:

\[
P(\rho_{i,j}) = R^j \times p(\rho_{i,j})
\]

where \( R \) is a penalty parameter and is increased iteratively. The function \( p(\rho_{i,j}) \) is the base of penalty function defined as

\[
p(\rho_{i,j}) = \frac{-1}{M} \sum_{i=1}^{M} (\rho_{i,j} - 0.5)^2
\]

where \( M \) is the total number of finite elements. As shown in Equation (12), \( p(\rho_{i,j}) \) is a reward function to reward the normalized material densities close to either 0 or 1. Equation (12) is also a continuous and differentiable function, and is symmetric at about 0.5. The function receives maximum reward when the normalized material density is 0 or 1, and receives no reward when it is 0.5.

In Equation (11), the penalty parameter \( R \) is defined by the amount of “reward” intended for each stage, instead of numerical experience. At the end of the first stage, the magnitude of \( P(\rho_{i,j}) \) is set to be equal to initial compliance. At the end of the second stage, the magnitude of \( P(\rho_{i,j}) \) is set to be equal to 10 times of initial compliance. Thus, \( R \) can be derived from the following equations:
For the first stage,

\[ R^{\Pi_{1}} = \frac{1 \times C(\rho_{1,0})}{p_{,0}(\rho_{1,0})} \]

for the second stage,

\[ R^{[1-\beta]\Pi} = \frac{10 \times C(\rho_{1,0})}{p_{,\beta}(\rho_{1,\beta})} \]

(13)

The multipliers in Equation (13), 1 in the first stage and 10 in the second stage, can be adjusted if a heavier penalty is desired.

Figures 8 and 9 compare the topology optimization results with and without the penalty function. The effect of using a penalty function is more apparent in the suspension arm example shown in Figure 9. Figure 9(a) is the topology optimization result without using a penalty function. It is observed that the gray element covers a significant part of the design domain, and the members are not distinct in this region. In Figure 9(b), the penalty function is used. Although there are still gray elements, the members are much clearer than the result in Figure 9(a).
Figure 8. The comparison of the topology optimization results with and without penalty function in the cantilever beam example
Figure 9. The comparison of the topology optimization results with and without penalty function in the suspension arm example

4. The checkerboard problem

The “optimal topology” often contains a checkerboard pattern, which is the alternately solid and void elements as shown in Figure 4. This is a typical result in topology optimization using finite elements. It was believed that some sort of microstructure exists in these regions. Bendsøe [18] demonstrated that the checkerboard problem is related to the features of finite element approximation as a numerical phenomenon. This interpretation is now widely accepted.

At least four types of methods are proposed to prevent the checkerboard problem. In the “smoothing method,” image processing is used to smooth the output picture of topology optimization within the checkerboards. The use of higher-order finite elements is also suggested to avoid the checkerboard problem [28]. In the “patches method,” a “super-element” is introduced to the finite element formulation to damp the appearance of checkerboards [18]. Finally in the “filter method,” the modified design sensitivities of each iteration are used to prevent checkerboard patterns [22]. A survey of the checkerboard pattern problem was given by Sigmund and Petersson [19]. Of the four methods, the higher-order finite elements is probably the most convenient one. No external techniques
are needed other than altering the element that is used to discretize the design domain to a higher-order finite element. Rodrigues and Fernandes [29] showed that the use of the nine-node element could prevent the occurrence of checkerboard pattern that occurred when using the four-node element. Diaz and Sigmund [28] and Jog and Haber [30] also showed that checkerboard pattern could be prevented efficiently when using eight- or nine-node elements.

Figure 4 shows the topology optimization result of the cantilever beam example using a four-node element. The finite element analysis solver used here is ANSYS, and the two-dimensional four-node element “Plane 42” provided by ANSYS [31] was used. It is observed that the checkerboard pattern appears in many parts of the “optimal structure” of this example. The same example is then solved again using the two-dimensional eight-node element “Plane 82” provided by ANSYS. The topology optimization result is shown in Figure 10. Comparing Figure 4 with Figure 10, the checkerboard patterns disappear resulting in a clear topology of the structure.

Figure 10. The topology optimization result of the cantilever beam example using eight-node element

Figure 11 shows the topology optimization result using four-node elements for the suspension arm example. The element distribution shown in Figure 11 are the elements in which the normalized material density is greater than 0.5. The checkerboard patterns are also distinct in this example. The topology optimization result when using eight-node elements is shown in Figure 9(b). The distributed elements shown in Figure 9(b) are also the elements in which the normalized material density is greater than 0.5. The checkerboard patterns disappear.
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Figure 11. The topology optimization result of the suspension arm example using four-node element

These examples demonstrate that the use of higher-order finite elements can effectively prevent checkerboard patterns, even for the example with complicated design domain. Thus, the higher-order finite element is suggested and is actually used in the topology optimization process presented in this research.

5. The continuity analysis of the topology optimization result

Topology optimization with penalty function attempts to generate the result with elements whose normalized material densities are either 0 or 1. But the “porous topology” [32], which is formed by elements with intermediate normalized material densities between 0 and 1, often occurs. In this paper, it is assumed that the material is isotropic, and materials with intermediate densities are not allowed.

Practically the most convenient way is to force the intermediate normalized material densities which are equal to or greater than a given threshold value of 1 directly. On the other hand, the densities that are less than the given threshold value are forced to be 0. The continuity of the structure should be of the most important consideration in deciding this threshold value. As shown in Figure 12, if the threshold value is high and a portion of porous topology A is discarded, a discontinuous structure (a structure with dangling ribs) will be generated, which may greatly affect the compliance of the structure. On the other hand, the continuity of the structure is not affected if the porous topology B is filtered out.
A structure with continuous topology is stiffer than the discontinuous one, in other words, the compliance of the structure with continuous topology is lower. Thus, a proper threshold density value $\rho_{\text{continuous}}$ is to be decided by comparing the compliances of the structure using different threshold density values.

Table 2 shows the compliance increase and the respective topology results of the cantilever beam example using different threshold density values. As shown in Table 2, when a discontinuity of the topology occurs (indicated by a circle) as the threshold value increases, there will be a corresponding “jump” in compliance. In this research, if the increase in compliance is more than 10% at certain threshold density value, the threshold density value is set to be $\rho_{\text{continuous}}$. In the cantilever beam example, it was decided to set $\rho_{\text{continuous}}$ at 0.2. In this way a proper threshold density value $\rho_{\text{continuous}}$ can be selected to filter the porous topology without generating a discontinuous structure.
Table 2. The topology of different threshold density

<table>
<thead>
<tr>
<th>( \rho_{\text{continuous}} )</th>
<th>Topology</th>
<th>( \rho_{\text{continuous}} )</th>
<th>Topology</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td></td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Compliance increase: 0%</td>
<td>Compliance increase: 98.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>Compliance increase: 34.9%</td>
<td>Compliance increase: 1937.4%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After the continuity analysis, it is observed that trivial solids (such as islands or small salient) and trivial voids (the voids containing few elements whose normalized material densities are 0) appear in the topology result. Trivial solids and trivial voids are useless in mechanics and will complicate the implementation of the shape optimization. Thus, the trivial solids should be filtered out before implementing shape optimization. In this research two “filters” are implemented to filter out the trivial solids and trivial voids in the topology result after the continuity analysis.

The trivial solid is defined as the solid containing a group of elements that do not connect with other groups, or connect with other groups at only one node. Figure 13 is the result of cantilever beam example after applying the trivial solid filter. There can be many voids in the topology optimization result. In this research, if the number of elements contained in a void is less than 1% of the total number of elements multiplied by \( \rho_0 \), the ratio of the amount of usable material, it is defined as a trivial void. Figure 14 shows the topology result of the suspension arm example after the trivial void filter. The checkerboard like trivial voids shown in Figure 14 are filtered out.
6. **Two- and three-dimensional topology optimization examples**

After a high-quality topology optimization result is obtained in the Phase I (topology generation process), it becomes much easier to interpret the result in the Phase II (topology interpretation process), then complete the shape and size optimization in the Phase III (detailed design phase). Table 3 shows 14 two-dimensional structural topology optimization examples commonly seen in literature. The topology optimization procedure developed in this research worked well for all 14 examples. The results are also presented in Table 3.
<table>
<thead>
<tr>
<th>Examples</th>
<th>Topology optimization results in literatures</th>
<th>Topology optimization results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="image1" alt="Bendsφe &amp; Rodrigues [12]" /></td>
<td><img src="image2" alt="Results" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image3" alt="Bendsφe &amp; Rodrigues [12]" /></td>
<td><img src="image4" alt="Results" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image5" alt="Bendsφe &amp; Rodrigues [12]" /></td>
<td><img src="image6" alt="Results" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image7" alt="Olhoff et al. [13]" /></td>
<td><img src="image8" alt="Results" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image9" alt="Bremicker et al. [8]" /></td>
<td><img src="image10" alt="Results" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>Bremicker et al. [8]</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>Bremicker et al. [8]</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>Chirehdast et al. [9]</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>Chirehdast et al. [9]</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>Chirehdast et al. [9]</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>Tang &amp; Chang, [17]</td>
</tr>
</tbody>
</table>
Topology optimization has been extended to three-dimensional continuum structures in recent years. Cherkaev and Palais [33] considered the topology optimization of three-dimensional axisymmetric elastic structures. In their work, the method of finding optimal bounds upon the effective properties of a composite is used. Diaz and Lipton [34] presented a full relaxation strategy to find the optimal topology of minimum compliance for three-dimensional elastic structures subjected to the amount of available material. Olhoff et al. [35] and Jacobsen et al. [36] used three-dimensional microstructures developed by Gibianski and Cherkaev [37] to get the optimum topology for three-dimensional structures.

Beckers [38] developed a dual method in which the design variables can only be 1 (present) or 0 (absent) to deal with the topology optimization of continuous structure. In his work, two- and three-dimensional problems are solved. The examples of three-dimensional structural topology optimization using the density distribution method can be found in the papers by Yang and Chen [39] and Hsu et al. [16].

For three-dimensional structures, it is very difficult to interpret the topology optimization result manually. Therefore a generalized and automated process is even more important. The generalized topology optimization process shown in Figure 1 and the discretized optimization model Equation (6) can be applied to the topology optimization of three-dimensional structures without any modifications. Table 4 shows 6 three-dimensional
structural topology optimization examples that are commonly seen in the literature. The same two-stage penalty function presented in Section 3 is used to penalize the intermediate normalized material density, and the higher order 20-nodes cubic element is used in order to avoid the checkerboard problem. The same continuity analysis and trivial solids and voids filters discussed in Section 5 are used to fine-tune the final topology. Both the topology optimization results reported in the literature and in this research are listed in Table 4 for comparison.

### Table 4. Three-dimensional topology optimization examples

<table>
<thead>
<tr>
<th>Examples</th>
<th>Topology optimization results in literatures</th>
<th>Topology optimization results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Olhoff et al. [35], Jacobsen et al. [36], Beckers, [38]</td>
<td><img src="image1.png" alt="Image" /></td>
</tr>
<tr>
<td>2</td>
<td>Olhoff et al. [35], Jacobsen et al. [36]</td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td>3</td>
<td>Olhoff et al. [35], Jacobsen et al. [36]</td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
</tbody>
</table>
7. Conclusion

A generalized topology optimization process is presented in this paper. Several fundamental issues on the quality of the topology optimization result are considered in order to achieve a clear topology optimization result. They are mesh-dependence, elements with intermediate densities, the checkerboard problem, and porous topology.

A convergence analysis is implemented to find the minimum number of elements that does not significantly affect the compliance. A two-stage penalty function strategy is developed in this research to determine a proper topology optimization result in the first stage using a light penalty, then heavily penalize the elements with intermediate densities in the second stage. Higher order finite element is used, which is convenient to the users, and the checkerboard pattern is avoided effectively. Finally a continuity analysis is used to deal with the porous topology, and two filters are implemented to filter out the trivial solids and voids.
Generalization of two- and three-dimensional structural topology optimization

The whole process is generalized to two- and three- dimensional structure and can be fully automated. Fourteen two-dimensional and six three-dimensional examples are used to demonstrate the effectiveness of this process.
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